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**2.1 PROCESOS** (83)

En cualquier sistema de multiprogramación, la CPU conmuta de un proceso a otro con rapidez, ejecutando cada uno durante décimas o centésimas de milisegundos: hablando en sentido estricto, en cualquier instante la CPU está ejecutando la apariencia de un paralelismo.

**2.1.1 El modelo de proceso** (84)

En este modelo, todo el software ejecutable en la computadora se organiza en varios procesos. Un proceso no es más que una instancia de un programa en ejecución, incluyendo los valores actuales del contador de programa, los registros y las variables. En concepto, cada proceso tiene su propia CPU virtual; en realidad, la CPU real conmuta de un proceso a otro, pero para entender el sistema es mucho más fácil pensar en una colección de procesos que se ejecutan en (pseudo) paralelo, en vez de tratar de llevar la cuenta de cómo la CPU conmuta de programa en programa. Esta conmutacion rapida de un proceso a otro se conoce como multiprogramación.

Cada proceso tiene su propio flujo de control (es decir su propio contador de programa lógico) y cada uno se ejecuta en forma independiente. Desde luego que solo hay un contador de programa físico, por lo que cuando se ejecuta cada proceso, se carga su contador de programa lógico en el contador de programa real. Cuando termina, el contador de programa físico se guarda en el contador de programa lógico almacenado, del proceso en memoria.

La *diferencia entre un proceso y un programa* es sutil pero crucial. Un proceso es un programa en ejecución. A diferencia del programa un proceso es dinámico y tiene un contador de programa.

**2.1.2 Creación de un proceso**

Hay cuatro eventos principales que provocan la creación de procesos:

1. El arranque del sistema.
2. La ejecución, desde un proceso, de una llamada al sistema para creación de procesos.
3. Una petición de usuario para crear un proceso.
4. El inicio de un trabajo por lotes.

Generalmente, cuando se arranca un sistema operativo se crean varios procesos. Algunos de ellos son procesos en primer plano; es decir, procesos que interactúan con los usuarios y realizan trabajos para ellos. Otros son procesos en segundo plano, que no están asociados con usuarios específicos sino con una función específica. Los procesos que permanecen en segundo plano para manejar ciertas actividades como correo electronico, paginas Web, noticias, etc, se conocen como demonios (daemons).

En todos los los casos mencionados para crear un proceso hay que hacer que un proceso existente ejecute una llamada al sistema de creación de proceso. Ese proceso puede ser un proceso de usuario en ejecución, un proceso del sistema invocado mediante el teclado o ratón, o un proceso del administrador de procesamiento por lotes. Lo que hace en todo caso es ejecutar una llamada al sistema para crear el proceso. Esta llamada al sistema indica al sistema operativo que cree un proceso y le indica, directa o indirectamente, cual programa debe ejecutarlo.

En UNIX sólo hay una llamada al sistema para crear un proceso: **fork**. Esta llamada crea un clon exacto del proceso que hizo la llamada. Después de fork, los dos procesos (padre e hijo) tienen la misma imagen en memoria, las mismas cadenas de entorno y los mismos archivos abiertos. Eso es todo. Por lo general, el proceso hijo ejecuta después a execve o una llamada al sistema similar para cambiar su imagen de memoria y ejecutar un nuevo programa. Por ejemplo, cuando un usuario escribe un comando tal como sort en el shell, este crea un proceso hijo, que a su vez ejecuta a sort. La razón de este proceso de dos pasos es para permitir al hijo manipular sus descriptores de archivos después de fork, pero antes de execve, para poder lograr la redirección de la entrada estándar, la salida estándar y el error estándar.

**2.1.3 Terminación de procesos**

Una vez que se crea un proceso, empieza a ejecutarse y realiza el trabajo al que está destinado. Tarde o temprano el nuevo proceso terminara, por lo general debido a una de las siguientes condiciones:

1. Salida normal
2. Salida por error
3. Error fatal
4. Eliminado por otro proceso

La mayoría de los procesos terminan debido a que han concluido su trabajo. Cuando un compilador ha compilado el programa que recibe, ejecuta una llamada al sistema para indicar al sistema operativo que ha terminado. Esta llamada es exit en UNIX y exitProcess en Windows. Los programas orientados a pantalla también admiten la terminación voluntaria.

**2.1.4 Jerarquía de procesos** (89)

En algunos sistemas, cuando un proceso crea otro, el proceso padre y el proceso hijo continúan asociados en ciertas formas. El proceso hijo puede crear por sí mismo más procesos, formando una jerarquía de procesos. Un proceso solo tiene un padre y cero, uno, dos o más hijos.

**2.1.5 Estado de un proceso**

Aunque cada proceso es una entidad independiente, con su propio contador de programa y estado interno, a menudo los procesos necesitan interactuar con otros. Un proceso puede generar cierta salida que otro proceso utiliza como entrada. *Ej cat cap1 cap2 cap3 | grep árbol.* El primer proceso, que ejecuta cat concatena tres archivos y los envía como salida. El segundo proceso, que ejecuta grep, selecciona todas las líneas que contengan la palabra “árbol”. Dependiendo de la velocidad relativa de los dos procesos, puede ocurrir que grep esté listo para ejecutarse, pero que no haya una entrada esperándolo. Entonces debe bloquearse hasta que haya una entrada disponible

Cuando un proceso se bloquea, lo hace debido a que por lógica no puede continuar, comúnmente porque está esperando una entrada que todavía no está disponible. También es posible que un proceso, que esté listo en concepto y pueda ejecutarse, se detenga debido a que el sistema operativo ha decidido asignar la CPU a otro proceso por cierto tiempo. Estas dos condiciones son completamente distintas. En el primer caso, la suspensión está inerte en el problema (no se puede procesar la línea de comandos del usuario sino hasta que este la haya escrito mediante el teclado). En el segundo caso, es un tecnicismo del sistema (no hay suficientes CPUs com para otorgar a cada proceso su propio procesador privado).

Un proceso se puede encontrar en 1 de tres estados:

1. En ejecución (usando la CPU)
2. Listo (ejecutable, se detuvo temporalmente para dejar que se ejecute otro proceso)
3. Bloqueado (no puede ejecutarse sino hasta que ocurra cierto evento externo).

Pueden ocurrir 4 tipos de transiciones:

1. En ejecución → Bloqueado
2. En ejecución → Listo
3. Listo → En ejecución
4. Bloqueado → Listo

En UNIX, cuando un proceso lee datos de un archivo especial (como una terminal) y no hay entrada disponible, el proceso se bloquea en forma automática.

La transición 2 y 3 son producidas por el planificador de procesos, una parte del sistema operativo, sin que el proceso sepa siquiera acerca de ellas. La transición 2 ocurre cuando el planificador decide que el proceso en ejecución se ha ejecutado el tiempo suficiente y es momento de dejar que otro proceso tenga una parte del tiempo de la CPU. La transición 3 ocurre cuando todos los demás procesos han tenido su parte del tiempo de la CPU y es momento de que el primer proceso obtenga la CPU para ejecutarse de nuevo.

La transición 4 ocurre cuando se produce el evento externo por el que un proceso estaba esperando. Si no hay otro proceso en ejecución en ese instante, se activa la transición 3 y el proceso empieza a ejecutarse. En caso contrario, tal vez tenga que esperar en el estado listo por unos instantes, hasta que la CPU esté disponible y sea su turno de utilizarla.

**2.1.6 Implementación de los procesos** (91)

Para implementar el modelo de procesos, el sistema operativo mantiene una tabla (un arreglo de estructuras) llamada tabla de procesos, solo una entrada por cada proceso (algunos autores llaman a esta entradas bloques de control de procesos PCB). Esta entrada contiene información importante acerca del estado del proceso, incluyendo su contador de programa, apuntador de pila, asignación de memoria, estado de sus archivos abiertos, información de contabilidad y planificación y todo lo demás que debe guardarse acerca del proceso cuando este cambia del estado en ejecución a listo o bloqueado, de manera que se pueda reiniciar posteriormente como si nunca se hubiese detenido.

**2.4 PLANIFICACIÓN** (145)

Cuando una computadora se multiprograma, con frecuencia tiene varios procesos o hilos que compiten por la CPU al mismo tiempo. Esta situación ocurre cada vez que dos o más procesos se encuentran al mismo tiempo en el estado listo. Si solo hay una CPU disponible, hay que decidir cuál proceso se va a ejecutar a continuación. La parte del sistema operativo que realiza esa decisión se conoce como planificador de procesos y el algoritmo que utiliza se conoce como algoritmo de planificación.

**Comportamiento de un proceso**

Casi todos los procesos alternan rafagas de calculos con peticiones E/S (de disco). Por lo general la CPU opera durante cierto tiempo sin detenerse, después se realiza una llamada al sistema para leer datos de un archivo o escribirlos en el mismo.

Algunos procesos invierten la mayor parte de su tiempo realizando cálculos (**cpu-bound**), mientras que otros, invierten la mayor parte de su tiempo esperando la ES (**i/o-bound**). Por lo general, los procesos cpu-bound tienen rafagas de CPU largas y en consecuencia, esperas infrecuentes por la E/S, mientras que los procesos limitados a E/S tienen rafagas de CPU cortas y por ende, pas esperas frecuentes de E/S.

La idea básica aquí es que, si un proceso limitado a E/S desea ejecutarse, debe obtener rápidamente la oportunidad de hacerlo para que pueda emitir su petición de disco y mantener el disco ocupado.

**Cuándo planificar procesos**

Hay una variedad de situaciones en las que se necesita la planificación.

En primer lugar, cuando se crea un nuevo proceso se debe tomar una decisión en cuanto a si se debe ejecutar el proceso padre o el proceso hijo, ya que ambos se encuentran en estado de listo puede ejecutarse cualquiera de los dos proceso, el programador puede elegir ejecutar de forma legítima, ya sea el padre o el hijo.

En segundo lugar, se debe tomar una decisión de planificación cuando un proceso termina. Debe elegirse algún otro proceso del conjunto de procesos listos. Si no hay un proceso listo, por lo general se ejecuta un proceso inactivo suministrado por el sistema.

En tercer lugar, cuando un proceso se bloquea por esperar una operación de E/S o por otra razón, hay que elegir otro proceso para ejecutarlo. Algunas veces la razón del bloque puede jugar un papel en la elección. Sin embargo, el problema es que el planificador comúnmente no tiene la información necesaria para tomar en cuenta dependencias.

En cuarto lugar, cuando ocurre una interrupción de E/S tal vez haya que tomar una decisión de planificación. Si la interrupción proviene de un dispositivo de E/S tal vez haya que ha terminado su trabajo, tal vez ahora un proceso que haya estado bloqueado en espera de esa operación de E/S esté listo para ejecutarse.

Si un reloj de hardware proporciona interrupciones periódicas, se puede tomar una decisión de planificación en cada interrupción de reloj. Los algoritmos de planificación se pueden dividir en dos categorías con respecto a la forma en que manejan las interrupciones del reloj. Un algoritmo de programación **no apropiativo** selecciona un proceso para ejecutarlo y después solo deja que se ejecute hasta que el mismo se bloquea o hasta que libera la CPU de forma voluntaria. Incluso aunque se ejecute durante horas, no se suspenderá de forma forzosa. En efecto no se toman decisiones de planificación durante las interrupciones de reloj.

Por el contrario, un algoritmo de planificación **apropiativa** selecciona un proceso y deja que se ejecute por un máximo de tiempo fijo. Si sigue en ejecución al final del intervalo de tiempo, se suspende y el planificador selecciona otro proceso para ejecutarlo (si hay uno disponible). Para llevar a cabo la planificación apropiativa, es necesario que ocurra una interrupción de reloj al final del intervalo de tiempo para que la CPU regrese el control al planificador. Si no hay un reloj disponible, la planificación no apropiativa es la única opción.

**Categorías de los algoritmos de planificación** (149)

Distintos entornos requieren algoritmos de planificación diferentes. Esto quiere decir que lo que el planificador debe optimizar no es lo mismo en todos los sistemas. Tres de los entornos que vale la pena mencionar son:

1. Procesamiento por lotes
2. Interactivo
3. De tiempo real

En los sistemas de procesamiento por lotes no hay usuarios que esperan impacientemente en sus terminales para obtener una respuesta rápida a una petición corta. En consecuencia, son aceptables los algoritmos no apropiativos (o apropiativos con largos periodos para cada proceso). Este método reduce la conmutación de procesos y por ende, mejora el rendimiento.

En un entorno con usuarios interactivos, la apropiación es esencial para evitar que un proceso acapara la CPU y niegue el servicio a los demás.

En los sistemas con restricciones de tiempo real, aunque parezca extraño, la apropiación a veces no es necesaria debido a que los procesos saben que no se pueden ejecutar durante periodos extensos, que por lo general realizan su trabajo y se bloquean con rapidez.

**2.4.2 Planificación en sistemas de procesamiento por lotes** (152)

**Primero en entrar, primero en ser atendido**

FCFS (First-Come, First-Served) algoritmo no apropiativo. Con este algoritmo, la CPU se asigna a los procesos en el orden en el que la solicitan. En esencia hay una sola cola de procesos listos. A cada proceso se le permite ejecutarse todo el tiempo que desee.

**El trabajo más corto primero**

Este algoritmo supone que los tiempos de ejecución se conocen de antemano. Cuando hay varios trabajos de igual importancia esperando a ser iniciados en la cola de entrada, el planificador selecciona el trabajo más corto primero (SJF, Shortest Job First).

**El menor tiempo restante a continuación**

Con este algoritmo, el planificador siempre selecciona el proceso cuyo tiempo de ejecución sea el más corto. Se debe conocer el tiempo de ejecución de antemano.

**Planificación por prioridad**

A cada proceso se le asigna una prioridad y el proceso ejecutable cona la prioridad más alta es el que se puede ejecutar

**2.4.3 Planificación en sistemas interactivos**

**Planificación por turno circular (round-robin)**

También conocido como round-robin**.** Uno de los algoritmos más antiguos, simples equitativos y de mayor uso. A cada proceso se le asigna un intervalo de tiempo conocido como quantum, durante el cual se le permite ejecutarse. Si el proceso se sigue ejecutando al final del quantum, la CPU es apropiada para dársela a otro proceso. Si el proceso se bloquea o termina antes de que haya transcurrido el quantum, la conmutación de la CPU se realiza cuando el proceso se bloquea.

Para implementar el algoritmo round-robin solo se necesita mantener una lista de procesos ejecutables. cuando el proceso utiliza su quantum, se coloca al final de la lista.

Si se establece el quantum demasiado corto se producen demasiadas conmutaciones de procesos y se reduce la eficiencia de la CPU, pero si se establece demasiado largo se puede producir una mala respuesta a las peticiones interactivas cortas.

**Colas multinivel**

**El proceso más corto a continuación**

**Planificación garantizada**

**Planificación por sorteo**

**Planificación por partes equitativas**

**Procesos y bloques de control de procesos (PCB)**

Los elementos esenciales de un proceso son: el **código del programa** (que puede compartirse con otros procesos que estén ejecutando el mismo programa), un **conjunto de datos** asociados a dicho código y **Stack(s**) (datos temporarios: parámetros, variables temporales y direcciones de retorno)

**Atributos de un proceso:**

* **Identificadores:**
  + Un identificador del proceso único asociado a este proceso, para distinguirlo del resto de procesos.
  + Identificador del proceso padre.
  + Identificador del usuario que lo disparó.
  + Si hay estructura de grupos, grupo que lo disparó.
  + En ambientes multiusuario, desde que terminal y quien lo ejecutó.
* **Estado.** Si el proceso está actualmente corriendo, está en el estado en ejecución.
* **Prioridad:** Nivel de prioridad relativo al resto del proceso
* **Contador de programa.** La dirección de la siguiente instrucción del programa que se ejecutará.
* **Punteros a memoria.** Incluye los punteros al código de programa y los datos asociados a dicho proceso, además de cualquier bloque de memoria compartido con otro procesos
* **Datos de contexto.** Estos son datos que están presentes en los registros del procesador cuando el proceso está corriendo.
* **Información de estado de E/S.** Incluye las peticiones de E/S pendientes, dispositivos de E/S (por ejemplo, una unidad de cinta) asignados a dicho proceso, una lista de los ficheros en uso por el mismo, etc.
* **Información de auditoría.** Puede incluir la cantidad de tiempo de procesador y de tiempo de reloj utilizados, así como los límites de tiempo, registros contables, etc.

La información de la lista anterior se almacena en una estructura de datos, que se suele llamar Process Control Block (PCB), que el sistema operativo crea y gestiona. El punto más significativo en relación al PCB es que contiene suficiente información de forma que es posible interrumpir el proceso cuándo está corriendo y posteriormente restaurar su estado de ejecución como si no hubiera habido interrupción alguna. El PCB es la herramienta clave que permite al sistema operativo dar soporte a múltiples procesos y proporcionar multiprogramación. Cuándo un proceso se interrumpe, los valores actuales del contador de programa y los registro del procesador (datos de contexto) se guardan en los campos correspondientes del PCB y el estado del proceso de cambia a cualquier otro valor, como bloqueado o listo. El sistema operativo es libre ahora para poner otro proceso en estado de ejecución. El contador de programa y los datos de contexto se recuperan y cargan en los registro del procesador y este proceso comienza a correr.

Existe una por proceso. Es lo primero que se crea cuando se crea un proceso y lo último que se borra cuando termina. Contiene la información asociada con cada proceso.

**El contexto de un proceso**

Incluye toda la información que el SO necesita para administrar el proceso, y la CPU para ejecutarlo correctamente. Son parte del contexto, los registros de cpu, inclusive el contador de programa, prioridad del proceso, si tiene E/S pendientes, etc.

**Cambio de contexto**

Se produce cuando la CPU cambia de un proceso a otro. Se debe resguardar el contexto del proceso saliente, que pasa a espera y retornará después la CPU. Se debe cargar el contexto del nuevo proceso y comenzar desde la instrucción siguiente a la última ejecutada en dicho contexto. Es tiempo no productivo de CPU. El tiempo que consume depende del soporte de HW

**Espacio de direcciones de un proceso**

Es el conjunto de direcciones de memoria que ocupa el proceso (stack, texto y datos) No incluye su PCB o tablas asociadas. Un proceso en modo usuario puede acceder sólo a su espacio de direcciones; En modo kernel, se puede acceder a estructuras internas o a espacios de direcciones de otros procesos.

**Modelo de procesos**

La responsabilidad principal del sistema operativo es controlar la ejecución de los procesos. El primer paso en el diseño de un sistema operativo para el control de procesos es describir el comportamiento que se desea que tengan los procesos.

**Creación y terminación de procesos**

**Creación de un proceso.** Cuándo se va añadir un nuevo proceso a aquellos que se están gestionando en un determinado momento, el sistema operativo construye las estructuras de datos que se usan para manejar el proceso y reserva el espacio de direcciones en memoria principal para el proceso. Estas acciones constituyen la creación de un nuevo proceso.

En UNIX sólo hay una llamada al sistema para crear un proceso: fork. Está llamada crea un clon exacto del proceso que hizo la llamada. Después de fork, los dos procesos (padre e hijo) tienen la misma imagen de memoria, las mismas cadenas de entorno y los mismos archivos abiertos. Eso es todo. Por lo general, el proceso hijo ejecuta después a execve o una llamada al sistema similar para cambiar su imagen de memoria y ejecutar un nuevo programa.

Por el contrario, en Windows una sola llamada a una función de Win32 (CreateProcess) maneja la creación de procesos y carga el programa correcto en el nuevo proceso. Esta llamada tiene 10 parámetros, que incluyen el programa a ejecutar, los parámetros de la línea de comandos para introducir datos a ese programa, varios atributos de seguridad, bits que controlan si los archivos abiertos se heredan, información de prioridad, una especificación de la ventana que se va a crear para el proceso (si se va a crear una) y un apuntador a una estructura en donde se devuelve al proceso que hizo la llamada la información acerca del proceso recién creado. Además de CreateProcess, Win32 tiene cerca de 100 funciones más para administrar y sincronizar procesos y temas relacionados.

Tanto en UNIX como en Windows, una vez que se crea un proceso, el padre y el hijo tienen sus propios espacios de direcciones distintos. Si cualquiera de los procesos modifica una palabra en su espacio de direcciones, esta modificación no es visible para el otro proceso. En UNIX, el espacio de direcciones inicial del hijo es una copia del padre, pero en definitiva hay dos espacios de direcciones distintos involucrados; no se comparte memoria en la que se pueda escribir. Sin embargo, es posible para un proceso recién creado compartir algunos de los otros recursos de su creador, como los archivos abiertos. En Windows, los espacios de direcciones del hijo y del padre son distintos desde el principio.

**Terminación de procesos.** Todo sistema debe proporcionar los mecanismos mediante los cuáles un proceso indica su finalización, o que ha completado su tarea. Para esto se crea una solicitud de un servicio al sistema operativo para terminar con el proceso solicitante. Adicionalmente, un número de error o una condición de fallo puede llevar a la finalización de un proceso.

**Modelo de proceso de cinco estados**

**Ejecutando (elegido por el scheduler de corto plazo).** El proceso está actualmente en ejecución. Asumiendo que el computador tiene un único procesador, de forma que solo un proceso puede estar en este estado en un instante determinado. El scheduler de corto plazo lo eligió para asignarle CPU Tendrá la CPU hasta que se termine el período de tiempo asignado (quantum o time slice), termine o hasta que necesite realizar alguna operación de E/S.

**Listo (elegido por el scheduler de largo plazo).** Un proceso que se prepara para ejecutar cuando tenga oportunidad. Luego que el scheduler de largo plazo eligió al proceso para cargarlo memoria, el proceso queda en estado listo El proceso sólo necesita que se le asigne CPU Está en la cola de procesos listos (ready queue).

**Bloqueado.** Un proceso que no puede ejecutar hasta que se cumpla un evento determinado o se complete una operación E/S.

El proceso necesita que se cumpla el evento esperado para continuar. El evento puede ser la terminación de una E/S solicitada, o la llegada de una señal por parte de otro proceso. Sigue en memoria, pero no tiene la CPU. Al cumplirse el evento, pasará al estado de listo.

**Nuevo.** Un proceso que se acaba de crear y que aún no ha sido admitido en el grupo de procesos ejecutables por el sistema operativo. Típicamente, se trata de un nuevo proceso que no ha sido cargado en memoria principal, aunque su bloque de control de proceso (PCB) si ha sido creado.

Un usuario “dispara” el proceso. Un proceso es creado por otro proceso: su proceso padre. En este estado se crean las estructuras asociadas, y el proceso queda en la cola de procesos, normalmente en espera de ser cargado en memoria.

**Saliente.** Un proceso que ha sido liberado del grupo de procesos ejecutables por el sistema operativo, debido a que ha sido detenido o que ha sido abortado por alguna razón.

![](data:image/png;base64,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)

Los estados Nuevo y Saliente son útiles para construir la gestión de procesos. El estado Nuevo se corresponde con un proceso que acaba de ser definido. Primero, el sistema operativo realiza todas las tareas internas que correspondan. Se asocia un identificar a dicho proceso. Se reservan y construyen todas aquellas tablas que se necesiten para gestionar al proceso. En este punto, el procesos se encuentra en el estado Nuevo. Esto significa que el sistema operativo ha realizado todas las tareas necesarias para crear el proceso pero el proceso en si, aún no se ha puesto en ejecución. Mientras un procesos está en el estado Nuevo, la información relativa al proceso que se necesite por parte del sistema operativo se mantiene en tablas de control de memoria principal. Sin embargo, el proceso en sí mismo no se encuentra en memoria principal. Esto es, el código de programa a ejecutar no se encuentra en memoria principal, y no se ha reservado ningún espacio para los datos asociados al programa. Cando un proceso se encuentra en estado Nuevo, el programa permanece en almacenamiento secundario, normalmente en disco.

De forma similar, un proceso sale del sistema en dos fases. Primero, el proceso termina cuando alcanza su punto de finalización natural, cuando es abortado debido a un error no recuperable, o cuándo otro proceso con autoridad apropiada causa que el proceso se aborte. La terminación mueve el proceso al estado Saliente. En este punto, el proceso no es elegible de nuevo para su ejecución. Las tablas y otra información asociado con el trabajo se encuentran temporalmente preservadas por el sistema operativo, el cual proporciona tiempo para que programas auxiliares o de soporte extraigan la información necesaria. Una vez que estos programas han extraído la información necesaria, el sistema operativo no necesita mantener ningún dato relativo al proceso y el proceso se borra del sistema.

**Null → Nuevo.** Se crea un nuevo proceso para ejecutar un programa.

**Nuevo → Listo.** El sistema operativo mueve a un proceso del estado nuevo al estado listo cuándo éste se encuentre preparado para ejecutar un nuevo proceso. Por elección del scheduler de largo plazo, se carga en memoria.

**Listo → Ejecutando.** Cuándo llega el momento de seleccionar un nuevo proceso para ejecutar, el sistema operativo selecciona uno de los procesos que se encuentra en el estado Listo. Está es una tarea llevada a cabo por el planificador. Por elección del scheduler de corto plazo, asignación de cpu.

**Ejecutando → Saliente.** El proceso actual en ejecución se finaliza por parte del sistema operativo tanto si el proceso indica que ha completado su ejecución como si este se aborta.

**Ejecutando → Listo.** La razón más habitual para esta transición es que el proceso en ejecución haya alcanzado el máximo tiempo posible de ejecución de forma ininterrumpida.

**Ejecutando → Bloqueado.** Un proceso se pone en el estado bloqueado si solicita algo por lo cual debe esperar.

**Bloqueado → Listo.** Un proceso en estado Bloqueado se mueve al estado Listo cuándo sucede el evento por el cual estaba esperando.

**Listo → Saliente.** Por claridad, esta transición no se muestra en el diagrama de estados. En algunos sistemas, un padre puede terminar la ejecución de un proceso hijo en cualquier momento. También, si el padre termina, todos los procesos hijos asociados con dicho padre pueden finalizarse.

**Bloqueado → Saliente.** Se aplican los comentarios indicados en el caso anterior.

**CREACIÓN DE PROCESOS**

Cuándo el SO decide crear un proceso procederá de la siguiente manera:

1. **Asignar un identificador de proceso único al proceso.** En este instante se añade una nueva entrada a la tabla primaria de procesos, que contiene una entrada por proceso.
2. **Reservar espacio para proceso.** Esto incluye todos los elementos de la imagen del proceso para ello, el sistema operativo debe conocer cuánta memoria se requiere para el espacio de direcciones privado (programas y datos) y para la pila de usuario. Estos valores se pueden asignar por defecto basándonos en el tipo de proceso, o pueden fijarse en base a la solicitud de creación del trabajo remitido por el usuario. Si un proceso es creado por otro proceso, el proceso padre puede pasar los parámetros requeridos por el sistema operativo como parte de la solicitud de la creación de proceso. Si existe una parte del espacio direcciones compartidas por este nuevo proceso, se fijan los enlaces apropiados. Por último, se debe reservar el espacio para el bloque de control de proceso (PCB)
3. **Inicialización del bloque de control de proceso.** La parte de identificación de proceso del PCB contiene el identificador del proceso así como otros posibles identificadores, tal como el indicador del proceso padre. En la información de estado de proceso del PCB, habitualmente se inicializa con la mayoría de entradas a 0, excepto el contador de programa (fijado en el punto entrada del programa) y los puntos de pila del sistema (fijados para definir los límites de la pila del proceso) La parte de información de control de procesos se inicializa en base a los valores por omisión, considerando también los atributos que han sido solicitados para este proceso. Por ejemplo, el estado del proceso se puede inicializar normalmente a Listo o Listo/Suspendido. La prioridad se puede fijar por defecto a la prioridad más baja, a menos que una solicitud explícita la eleve a una prioridad mayor. Inicialmente el proceso no debe poseer ningún recurso (dispositivos de E/S, ficheros) a menos que exista una indicación explícita de ello o que haya sido heredados del padre.
4. **Establecer los enlaces apropiados.** Por ejemplo, si el sistema operativo mantiene cada cola del planificador como una lista enlazada, el nuevo proceso debe situarse en la cola de Listos o en la cola de Listos/Suspendidos.
5. **Creación o expansión de otras estructuras de datos.** Por ejemplo, el sistema operativo puede mantener un registro de auditoría por cada proceso que se puede utilizar posteriormente a efectos de facturación y/o de análisis de rendimiento del sistema.

**Creación de procesos en Unix**

La creación de procesos en UNIX se realiza por medio de la llamada al sistema

fork(). Cuando con un proceso solicita una llamada fork, el sistema operativo realiza las siguientes funciones:

1. Solicita la entrada en la tabla de procesos para el nuevo proceso.
2. Asigna un identificador de proceso único al proceso hijo.
3. Hace una copia de la imagen del proceso padre, con excepción de las regiones de memoria compartidas.
4. Incrementa el contador de cualquier fichero en posesión del padre, para reflejar el proceso adicional que ahora también posee dichos ficheros.
5. Asigna al proceso hijo el estado Listo para Ejecutar.
6. Devuelve el identificador del proceso hijo al proceso padre, y un valor 0 al proceso hijo.

Todo este trabajo se realiza en modo núcleo, dentro del proceso padre. Cuando el núcleo ha completado estas funciones puede realizar cualquiera de las siguientes acciones, como parte de la rutina del activador:

1. Continuar con el proceso padre. El control vuelve a modo usuario en el punto en el que se realizó la llamada fork por parte del padre.
2. Transferir el control al proceso hijo. El proceso hijo comienza ejecutar en el mismo punto del código del padre, es decir en el punto de retorno de la llamada fork
3. Transferir el control a otro proceso. Ambos procesos, padre e hijo, permanecen en el estado Listos para Ejecutar.

Puede resultar quizá un poco difícil visualizar este modo de creación de procesos debido a que ambos procesos, padre e hijo, están ejecutando el mismo segmento de código. La diferencia reside en que: cuando se retorna de la función fork, el parámetro de retorno se comprueba. Si el valor es 0, entonces este es el proceso hijo, y se puede realizar una bifurcación en la ejecución del programa para continuar con la ejecución de programa hijo. Si el valor no es 0, éste es el proceso padre, y puede continuar con la línea principal ejecución.

**Módulos de planificación**

Son módulos (SW) del S.O que realizan distintas tareas asociadas a la planificación. Se ejecutan ante determinados eventos que así lo requieren:

Creación/Terminación de procesos

Eventos de Sincronización o de E/S

Finalización de lapso de tiempo Etc

**Dispatcher:** hace cambio de contexto, cambio de modo de ejecución...”despacha” el proceso elegido por el Short Term (es decir, “salta” a la instrucción a ejecutar).

**Loader:** carga en memoria el proceso elegido por el long term.

**Long Term Scheduler:** Controla el grado de multiprogramación, es decir, la cantidad de procesos en memoria. Puede no existir este scheduler y absorber esta tarea el de short term.

**Medio Term Scheduler:** Si es necesario, reduce el grado de multiprogramación Saca temporariamente de memoria los procesos que sea necesario para mantener el equilibrio del sistema. Términos asociados: swap out (sacar de memoria), swap in (volver a memoria).

**Short Term Scheduler:** Decide a cuál de los procesos en la cola de listos se elige para que use la CPU. Términos asociados: apropiativo, no apropiativo, algoritmo de scheduling.

**Planificación**

Necesidad de determinar cuál de todos los procesos que están listos para ejecutarse, se ejecutará a continuación en un ambiente multiprogramado.

Algoritmo utilizado para realizar la planificación del sistema.